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• The worldwide COVID-19 pandemic has brought 

about a lot of changes in people’s life. It also emerges 

as a new challenge to information search services. 

• Responsibility of search engines is crucial because 

many people make decisions based on the 

information available to them. 

• Therefore, we explore fusion-based approaches for 

medical retrieval tasks.

Background
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Proposed method

• Fusion is an effective technique for retrieval 

performance improvement.

• It costs more than a typical retrieval system 

because multiple component retrieval systems 

are involved.

• A clustering-based approach  is proposed for 

selecting a subset of retrieval systems from all 

available ones.
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Workflow of the research work
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Classify systems/results and select 

• First all component systems/results are set into 

clusters by considering their similarity. 

• The second step is to choose a group of retrieval 

systems for fusion. In this step, we can take top 

performers from different clusters, thus both 

performance of component systems (good 

performers in a cluster) and diversity in the 

selected systems (chosen from different clusters) 

can be considered in tandem.

5



The clustering-based model 
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For our investigation, K-means is a good 

option for clustering relatively a small number 

of retrieval systems (e.g., the data set of 

Health Misinformation Track in TREC 2000 

comprises 51 runs) and the Euclidean 

distance between them is well-defined for 

clustering. 



Euclidean distance of two system/result

• Calculate the distance between two systems/results by 
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C1 and C2 
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C1: Select the best performer L (in MAP, or Mean 

Average Precision) in each cluster, discard the 

three worst performers.   

C2:An improved variant of K-means is used for  

clustering [39]. Exact number of clusters 

generated to match the number of retrieval 

systems for selection.



Data and Experimental setting

• In November 2020, TREC held a Health Information Track. 

It used the documents found in the CommonCrawl News 

crawl from January 1, 2020 to April 30, 2020. The crawl 

contains news articles from web sites all over the world. 

• There are 50 queries. All include number, title, description, 

answer, evidence, and narrative.

• Apart from C1 and C2, two baseline methods, Top_J and 

Top_MAP, are also tested. Both select candidates based on 

performance (different measures used for evalaution)
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Experimental results
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Experimental results
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Experimental results
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Experimental results
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Experimental results

表3.2 实验所用文档集的详细信息
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Experimental results

表3.2 实验所用文档集的详细信息

15



• In this paper, we have presented clustering-based methods 

for selecting a subset of component retrieval systems from 

all available ones to achieve good fusion performance. 

• One major characteristic of the proposed methods is they 

take both performance of component systems and 

dissimilarity among them into consideration at the same 

time. It is better than the approaches that considers 

performance only.

• It also demonstrates that data fusion is a good approach for 

this Health Misinformation task.

Conclusions
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• One is to investigate the relationship between 

component system performance and dissimilarity 

among component results. If a more precise 

relationship can be set up for them, then it is possible 

to find more efficient and effective system selection 

methods for fusion. 

• Another direction is to design an unsupervised 

version of such methods. At present, generating a 

usable training dataset can be very costly because 

relevance judgment by human referees is required for 

those retrieved documents. 

Future work
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Thank  you！
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